
  

  

Abstract—SPAL (Single Port Access Laparoscopy) could lead 
to improved surgical outcomes but demands functional and 
effective next-generation surgical tools. Various manual tools 
and robotic assistant systems have been developed in response to 
the unmet needs of SPAL. This paper presents the concept, 
design considerations and experimental characterizations of a 
foldable stereo vision unit with integrated illumination. The 
vision unit can be inserted into the abdomen through a Ø12mm 
trocar in a cylindrical laparoscope form. It can then unfold itself 
into a working configuration, providing 3D visualization of the 
surgical site as well as a remaining access port for manipulation 
arms or surgical tools. Given its standalone features, the vision 
unit could either be used for SPAL in a robotic assistant system 
or be applied in a surgical setting with standard manual tools. 

I. INTRODUCTION 

PAL (Single Port Access Laparoscopy) uses one skin 
incision (usually the umbilicus) for surgical interventions 

[1]. Compared with traditional multi-port laparoscopic MIS 
(Minimally Invasive Surgery), SPAL could further improve 
surgical outcomes in terms of complication rates, 
postoperative pain, hospitalization time and cosmesis in a 
similar clinical setting [2]. Even more recently introduced, 
NOTES (Natural Orifice Translumenal Endoscopic Surgery), 
which only uses a patient’ natural orifices (such as vagina, GI 
track, etc) for scar-less surgeries [3], could be more tempting 
than SPAL. However, even assisted by the state-of-the-art 
tool instrumentation [4] and robotics technology [5-11], 
NOTES is still quite far from massive clinical trials.  

Equipped with newly developed SPAL tools (e.g. the 
TriPort from Advanced Surgical Concepts, the SILS port 
from Covidien, the RealHand tools from Novare Surgical 
Systems, and the Cambridge Endo instruments), Surgeons 
have found SPAL a viable option over traditional laparoscopy 
[12, 13]. Besides the development of the manual tools, several 
robotic assistant systems were also built in order to ease the 
challenging hand-eye coordination while manipulating the 
curved cross-posed SPAL tools. These robotic systems 
include the stackable four-bar linkage for SPAL [14], the 
Ø23mm-port SPAL robot [15], the Ø30mm-port SPAL robot 
[16], the SPAL toolset (a Ø35mm port for a scope, two curved 
tools and one channel) for the da Vinci surgical robot [17], 
and the Ø15mm-port IREP (Insertable Robotic Effector 
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Platform) robot [18, 19]. 
Robotic assistants are intuitive and easy to operate but they 

are often involved with regulatory hurdles and high costs. On 
the other hand, manual SPAL tools are cheaper and prevail 
relatively faster but surgeons need to go through substantial 
trainings to be skilled. This paper hence presents the design of 
a foldable stereo vision unit, which can be integrated into a 
robotic assistant system for SPAL and/or be applied as a 
handheld tool for manual SPAL. The vision unit integrated 
with illumination is shown in Fig. 1. It has a cylindrical 
laparoscope form with a diameter of 12mm. In this form it can 
be inserted into abdomen through a standard trocar. The 
vision unit can then unfold itself into a working configuration, 
providing a remaining access port and 3D visualization of the 
surgical site. Robotic manipulation arms or manual tools can 
then be deployed via this remaining port.  

 
Fig. 1. The foldable stereo vision unit for SPAL 

A similar work can be found in [20], where a magnetically 
anchored Ø22mm 3D vision unit was developed for SPAL. 
Several distinctive features are presented by this paper, which 
forms the main contributions of this work. The distinctive 
features include i) the use of a continuum arm, and ii) a 
camera pivoting mechanism. The continuum arm allows easy 
positioning and overarching of the vision unit to avoid 
collisions with the inserted tools. The camera pivoting 
mechanism enables the deployment of two Ø7.8mm camera 
heads through a Ø12mm trocar.  

The paper is organized as follows. Section II presents the 
design goals and Section III presents considerations and 
detailed descriptions of the vision unit. Since the major 
contribution of this paper is the mechanical design of this 
stereo vision unit, the experimental characterization as in 
Section IV follows existing conventional methods. The 
conclusions are followed in Section V. 

II. DESIGN GOALS AND OVERVIEW 

Motivated by the increasing demands for SPAL, this paper 
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proposes to design a foldable stereo vision unit applicable 
both in a robotic surgical system and as a handheld device for 
manual operations.  

When the vision unit is in its folded configuration, it can be 
inserted into abdomen through a skin incision (usually the 
umbilicus). After insertion, the vision unit can unfold itself 
into a working configuration, providing a remaining access 
port and 3D visualization of the surgical site.  

The vision unit could be used as a handheld device as 
shown in Fig. 2(a). The access port shall be big enough to 
pass a standard ablation tool (e.g. the 5mm Ethicon Harmonic 
scalpel) and/or for water/gas sources. Two needle-like 
laparoscopic tools (e.g. the Stryker MiniLap tools or the Karl 
Storz Mini-Laparoscopy tools) can be inserted into the 
abdomen for tissue manipulations. The vision unit could also 
be applied in a robotic surgical system as shown in Fig. 2(b). 
Two robotic manipulators with grippers or cautery tips could 
be inserted from the access port to perform surgical tasks.  

 
Fig. 2. Two possible application concepts for this vision unit: (a) as a 

handheld device for manual SPAL, or (b) in a robotic surgical system 

Taking into consideration the applicable scenarios of this 
vision unit, the prototype is shown in Fig. 1. Distinct features 
of this design can be highlighted as follows. 
• The vision unit only has an outer diameter of 12mm in its 

folded cylindrical form. This is inspired by the 12mm 
endoscopic robot in which the access port is big enough 
for two 5-DoF continuum manipulators [10, 11]. 

• The camera pivoting mechanism enables the deployment 
of two Ø7.8mm camera heads one by one through a 
Ø12mm trocar. Using two relatively big camera heads 
could lead to better image quality. 

• The optimal imaging distance from the objects to the 
vision unit shall be between 100mm to 150mm.  

• The continuum arm for orienting and positioning of the 
vision unit has three DoFs (Degrees of Freedom). The two 
segments could be bent independently and the proximal 
segment can be extended from the arm entrance port. 

• LEDs are integrated for illumination. 
Section III presents the design considerations and the 

components descriptions, including the selection and 
arrangement of the camera heads, the design of the camera 
pivoting mechanism, dimension synthesis of the continuum 
arm, etc. Experimental characterization of this vision unit will 
be presented in Section IV. 

III. CONSIDERATIONS AND DESCRIPTIONS 

This stereo vision unit mainly consists of the vision 
cylinder with two camera heads, the camera pivoting 
mechanism, the continuum arm and the LED illumination. 
These components will be described in detail. 

A. Camera selection and arrangement 

Camera selection is critical for a vision unit. After carefully 
checking the available products of the major suppliers of 
miniature camera heads, MO-B3506 from the MISUMI 
Electronics Corp is picked. This camera head has an outer 
diameter of 7.8mm and a length of 7.5mm as shown in Fig. 
3(c). The resolution is 640×480 with an S/N (signal over 
noise) ratio of 50dB and a minimally required illumination of 
0.1 Lux. Although there are camera heads at smaller sizes, 
they either have a lower resolution, a poorer S/N ratio, or 
demand higher illumination. 

The design goal is to design a stereo vision unit compact 
enough to pass through a Ø12mm trocar. Due to the 7.8mm 
diameter of the camera head, a serial arrangement of the two 
camera heads had to be used. While putting the camera head 
axially with the vision cylinder, a mirror is used to reflect the 
images. Using a mirror is equivalent to orienting the camera 
towards a radial direction. 

As shown in Fig. 3(a), a back-to-back arrangement was 
firstly tested. This arrangement generates a baseline distance 
of 46mm between the two equivalent cameras. However 
when objects are at the desired viewing distances of between 
100mm to 150mm, this is similar to putting objects too close 
to human eyes. The stereo images from the two camera heads 
look unnatural and don’t trigger a 3D perception. 

 
Fig. 3. Camera arrangement of the vision cylinder: (a) the back-to-back 

arrangement and (b) the face-to-face arrangement 

Hence a face-to-face arrangement is then tested as shown 
in Fig. 3(b) with a more detailed diagram shown in Fig. 4. The 
distance between the two cameras is 20mm and the distance 
between the mirror centers is 11mm. If the angle between the 
two mirrors is 90º, the axes of the two equivalent camera 
heads are parallel. By adjusting the angle 1γ  between the two 

mirrors, the angle 2γ  between the axes of the two equivalent 

camera heads can be changed according to the geometrical 
relation in Eq. (1). A series of experiments were carried out to 
determine what 2γ  value is the best to trigger 3D perception 

for human. As shown in Fig. 4(c), a few plastic frames made 
from 3D printing were used to hold the cameras in equivalent 
positions for different  2γ  values. The anaglyph views were 
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presented to 5 human subjects for them to vote which one 
looked the most natural. The one with 1 92γ = °  was chosen. 

 2 12 180γ γ= − °   (1) 

 
Fig. 4. Determine the camera arrangement: (a) parallel equivalent camera 

axes, (b) crossed equivalent camera axes, and (c) experiments to decide 1γ  

B. Camera pivoting mechanism 

Due to the face-to-face serial arrangement of the two 
camera heads, a pivoting mechanism is needed to rotate the 
vision cylinder for 90º to generate normal stereo images. 

As shown in Fig. 5, the vision cylinder will be driven to 
rotate about the pivoting screw to transform the vision unit 
from the cylindrical form into the working configuration. 

The actuation block can be driven to move back and forth 
along the guiding pin in the slot. Enveloping shape of the 
actuation block is trimmed to guarantee that everything is 
within the Ø12mm cylindrical shape when the vision unit is 
fully folded. The actuation block is driven by a Ø0.4mm 
actuation rod made from NiTi (nickel-titanium alloy) in a 
push-pull mode. The driving pin is attached to the vision 
cylinder and it can slide inside a slot of the actuation block. 
When the actuation block is actuated by the actuation rod to 
move back and forth, it pushes the driving pin to rotate the 
vision cylinder from the pose as in Fig. 5(a) to Fig. 5(c). 

 
Fig. 5. Camera pivoting mechanism: (a) ~ (c) unfolding poses and (d) the 

shape and arrangement of the flexible PCB strips 

Besides realizing the desired unfolding motion of the 
vision cylinder, attention was also paid to the wiring of the 
two camera heads. Flexible PCB strips were used to replace 
the cameras’ original wires in order to make sure they will not 
get tangled. As shown in Fig. 5(d), the flexible PCB strips 

were carefully routed and patterned to allow the rotation of 
the vision cylinder. 

C. Structure and dimensions of the continuum arm 

Referring to Fig. 1, the continuum arm is used to position 
and orient the vision unit. As shown in Fig. 6, the continuum 
arm consists of a super-elastic NiTi strip, a fixation ring, 
spacers and actuation rods. 

A fixation ring is rigidly attached to the NiTi strip in the 
middle of the strip. The portion of the NiTi strip from the 
fixation ring to the arm entrance port is referred to as segment 
#1. The actuation rod is attached to the fixation ring and can 
slide in the holes of the spacers. Pulling of the actuation rod 
would bend the segment upwards.  

The portion of the NiTi strip between the vision unit and 
segment #1 is referred to as segment #2. Another actuation 
rod is attached to the vision unit and can slide in the holes of 
the spacers. Pushing this actuation rod, which is routed 
through segment #1, would bend segment #2 downwards. 

Hence there are 3 DoFs for the continuum arm: 2 DoFs for 
bending and 1 DoF for the translational feed of segment #1. 

Bent shapes of the segments #1 and #2 are assumed to be 
circular arcs according to the previous studies [21-23]. This 
assumption will be verified by the experiments in Section 
IV.B. Following this assumption, a dimension synthesis could 
be performed to determine the desired lengths of the segments. 
The desired viewing distance is 100mm to 150mm from the 
arm entrance as shown in Fig. 7. Segment #1 is also assumed 
to undergo a 90º bending. Then the following geometrical 
relations can be derived. 

 ( )1 22
1 cos

L L
OC ϑ

π ϑ
= + −   (2) 

 1 22
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  (5) 

If the bending range of segment #2 is from 0º to 90º, it is 
desired for the viewing direction to point towards the center 
of the viewing range when 45ϑ = ° . Then Eq. (5) gives: 

 ( )1 2

4
125OD L L mm

π
= + →   (6) 

There are many combinations of 1L  and 2L  which satisfy 

Eq. (6). 1 60L mm=  and 2 40L mm=  are finally decided for 

this viewing configuration. Since 1 60L mm= , the travel of 

the translational DoF of the continuum arm shall be big 
enough to allow this. 

D. Integrated illumination 

Making use of all the available space, eight LEDs were 
originally planned for the illumination as shown in Fig. 8(a). 
Flexible PCBs were planned to wire the LEDs as in Fig. 8(d).  

The two LEDs at Area #2 were not used due to the 
difficulty of fixing them in position under the disturbances 
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from the cameras’ flexible PCB strips. The arrangement of 
the cameras’ PCB strips is shown in Fig. 5(d). 

 
Fig. 6. Structure of the continuum arm 

 
Fig. 7. Dimension synthesis of the continuum arm 

Temperature rise is always a concern when LEDs are used 
for illumination. Two strips were prepared and tested for the 
potential heating problem. Referring to Fig. 8(a) and (d), six 
LEDs and four LEDs are soldered to the PCB strip 
respectively. Temperatures of the LEDs were measured when 
the LEDs were powered at different voltages in open air under 
room temperature. The testing results are listed in Table I. 

 
Fig. 8. LED arrangement and illumination brightness with LEDs powered 

at (a) 2.50v, (b) 2.60v and (c) 2.70v; (d) Flexible PCBs for LEDs 

The LED’s rated voltage is 2.95 volts. It can be seen from 
the testing results that using the LEDs at 2.95 volts will cause 
heating problems no matter whether six or four LEDs are 
used. The LEDs have to be used at a lower voltage, such as 
2.70 volts. It was then decided that six LEDs would be used, 
as in Fig. 8(a). The maximal supply voltage is 2.70 volts. 

Experimental results in Section IV.D would present a 
qualitative sense whether these LEDs are bright enough. 

TABLE I 
LED HEATING TESTS 

LED Qty Voltage (V) Time (min) Temperature (ºC) 

6 

2.95 
7 126 
20 105 
30 96 

2.70 
2 38 
10 36 
30 33 

4 2.95 
5 72 
15 99 
30 72 

 

IV. EXPERIMENTAL CHARACTERIZATION 

After the vision unit is fabricated and assembled, a series of 
experiments were performed to characterize the features of 
this foldable stereo vision unit.  

A. Deployment 

This foldable vision unit shall be inserted into abdomen in 
a cylindrical form. Then it unfolds itself to provide 
visualization. This deployment process shall be verified first. 

The deployment is shown in Fig. 9: (a) the vision unit 
started the process from a cylindrical form whose diameter is 
12 mm; (b) then the continuum arm was extended from the 
entrance to allow enough length of segment #1; (c) segment 
#1 was bent upwards by pulling one NiTi actuation rod; (d) 
segment #2 was then bent downwards by pushing the other 
actuation rod; the camera cylinder was also actuated to rotate 
about the pivot point; (e) when the segments were bent to the 
desired shapes, LEDs were powered on and stereo visual 
feeds were streamed. 

 
Fig. 9. Deployment of the foldable vision unit 

B. Bending shape identification 

The dimension determination of the continuum arm in 
Section III.C is based on an assumption that both segments 
will be bent into circular shapes. Shape identification 
experiments were hence carried out to verify this assumption. 

The experimental setup is shown in Fig. 10. An optical 
tracker (Micron Tracker SX60, Claron Technology Inc.) with 
a pointing tool was used. The pointing tool was pointed at 
various points along the continuum arm. The tracker 
recognized the markers of the pointing tool and directly 
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provided coordinates of the tool’s tip. 

 
Fig. 10. The experiments for shape identification of the continuum arm 

The coordinates of the points along the continuum arm 
under various poses were recorded, transformed to the frame 

{ }ˆ ˆ,x y  as defined in Fig. 7, and plotted in Fig.11. A circular 

arc connected with a straight line segment was used to 
approximate two poses in Fig. 11, when segment #2 was not 
bent. Then two connected circular arcs are used to 
approximate the other two poses in Fig. 11. From the 
experimental results, it can be seen that the actual shapes of 
the continuum arms can be well approximated by two 
connecting circular arcs. 

 
Fig. 11. Shape identification of the continuum arm 

C. Camera calibration and 3D reconstruction  

In order to use the stereo vision unit for surgical tool 
tracking and 3D reconstruction, the camera heads shall be 
calibrated. The implemented calibration process used the 
Camera Calibration Toolbox for Matlab® developed by 
Jean-Yves Bouguet using existing algorithms [24, 25]. As 
shown in Fig. 12(a), a series of pictures were taken of a 
calibration board with known grid sizes. The corners were 
extracted and the detection was iterated to obtain the 
distortion correction coefficients. The distortion can be 
visualized as in Fig. 12(b). The calibration was repeated for 
both cameras. The focal lengths, the principal points, the 
skew coefficient and the distortion coefficients were all 
obtained. The position and orientation of the right camera 
with respect to the left camera were also calibrated. 

Then the stereo vision unit was tested for 3D reconstruction. 
The scene is shown in Fig. 13(a). Three blocks were put on a 
white background. Three extractable cross markers were 

printed on the background so that a local frame { }ˆ ˆ,l lx y  can 

be easily defined. Correspondences of the blocks’ corners 
were manually established. The position errors of these points 
are all between 0.5 mm to 1.2 mm. 

 
Fig. 12. Camera calibration: (a) pictures taken of a calibration board and (b) 
visualization of the distortion 

 
Fig. 13. 3D construction using the calibrated stereo vision unit: (a) the 
original and (b) the reconstructed scenes 

D. Ex-vivo trial of the vision unit 

The stereo vision was also tested in an ex-vivo trial. As 
shown in Fig. 14(a), a box was used to mimic an abdomen 
under pneumoperitoneum and the vision unit was deployed. 
Using the six LEDs powered at 2.7 volts, the scene was 
successfully visualized. The assembled anaglyph view is 
shown in Fig. 14(b). 

 
Fig. 14. Ex-vivo trials: (a) the setup and (b) the assembled anaglyph view 

V. CONCLUSIONS AND FUTURE WORK 

This paper presents the concept, design considerations and 
experimental characterizations of a foldable stereo vision unit 
with integrated illumination. It is possible to use this vision 
unit either in a robotic assistant system for SPAL or in a 
surgical setting using manual tools. 

The vision unit features a foldable design. It can be inserted 
into abdomen through a Ø12mm trocar in a cylindrical form. 
Then it can unfold itself into a working configuration, 
providing 3D visualization of the surgical site as well as a 
remaining access port for robotic arms or surgical tools.  

A series of experiments demonstrated its deployability, 
identified the shapes of the continuum arm, reconstructed a 
3D scene with satisfactory accuracy and visualized a mockup 
surgical site using its integrated illumination.  

The future work will mainly focus on improving the 
packaging of the current prototype in order to improve the 
reliability, sterilizability, etc.  
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