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Abstract

Background: In a single‐port robotic system where the 3D endoscope possesses

two bending segments, only point light sources can be integrated at the tip due to

space limitations. However, point light sources usually provide non‐uniform illu-

mination, causing the endoscopic images to appear bright in the centre and dark

near the corners.

Methods: Based on the inverse square law for illuminance, an initial luminance

weighting is first proposed to increase the image luminance uniformity. Then, a

saturation‐based model is proposed to finalise the luminance weighting to avoid

overexposure and colour discrepancy, while the single‐scale retinex (SSR) scheme is

employed for noise control.

Results: Via qualitative and quantitative comparisons, the proposed method per-

forms effectively in enhancing the luminance and uniformity of endoscopic images,

in terms of both visual perception and objective assessment.

Conclusions: The proposed method can effectively reduce the image degradation

caused by point light sources.
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1 | INTRODUCTION

1.1 | Motivation

Endoscopic vision plays an important role in robot‐assisted minimally

invasive surgery (MIS).1 Based on visual feedback from endoscopes,

surgeons can manipulate surgical instruments to perform treatments.

In this case, a clear field of view (FOV) is essential to maximise a

surgeon's perception and recognition of the surgical scene. However,

the visual feedback from endoscopic images is easily affected by

endoscopic illumination.

In a single‐port robotic system where the 3D endoscope pos-

sesses two bending segments as shown in Figure 1A, the remaining

space inside the endoscope may only allow point light sources to be

used for endoscopic illumination. However, point light sources usu-

ally cannot provide uniform illumination. This drawback causes the

captured endoscopic images to appear bright in the centre and dark

near the corners, as shown in Figure 1B. Additionally, point light

illumination produces direct lighting in the centre of the camera view.

When a metal gripper appears in the centre, strong light is reflected

into the camera lens. As a result, the camera's integrated autoex-

posure adjustment automatically dims the picture, as shown in

Figure 1C.

Unfortunately, the low‐level image processing control in the

hardware is beyond access. Aiming at improving luminance unifor-

mity and preventing deterioration of the endoscopic images caused

by the non‐uniform illumination from point light, this paper proposes

a luminance enhancement method.
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1.2 | Related works

Non‐uniform illumination can deteriorate endoscopic images. How-

ever, improving illumination uniformity on the device level can hardly

handle arbitrary circumstances in an abdominal environment. Hence,

a majority of the existing investigations focus on image processing for

enhancement.

Luminance‐uniformity enhancement is often achieved by repro-

ducing or nonlinearly mapping the pixel's intensity in the image. The

surveyed existing methods include (i) retinex‐based methods, (ii)

dynamic range synthesis or adjustment methods, (iii) frequency

domain processing methods, and (iv) neural network methods.

Retinex theory describes the human visual perception of object

colour and brightness.2 It assumes that an image can be separated

into illumination and reflectance components. Early retinex‐based

methods for luminance‐uniformity enhancement, such as the single‐
scale retinex (SSR)3 and the multiscale retinex (MSR),4 ignore the

non‐uniform illumination component and treat the reflectance

component as the outcome. However, the reflectance component of

SSR often looks unnatural,5 while the reflectance component of MSR

may exhibit streak‐like and greyish artefacts when the input image is

non‐uniformly illuminated. To overcome the drawbacks of MSR, Luo

et al.6 applied a bilateral filter to each level of the MSR model to

obtain an artefact‐removed reflectance component. Then the dy-

namic range of the reflectance component is stretched to generate

the output with proper contrast and sharpness. However, this

method can lead to a bright or overenhanced image if the histogram

percentage is inappropriately used. The naturalness preserved

enhancement (NPE) method7 enhances contrast while preserving the

naturalness of illumination. However, the computational efficiency

can be improved.

In addition to processing the reflectance component, enhancing

the illumination component is another adopted method to improve

the uniformity of an image. For example, Okuhata et al.8 applied a

gamma correction (GC) for the estimated illumination to nonlinearly

enhance the luminance of endoscopic images. Xia et al.9 divided the

estimated illumination component in endoscopic images into well‐lit,
low‐light and lossy regions. The well‐lit regions were preserved, and

the other two regions were gamma‐corrected to achieve luminance

improvements. However, directly applying GC to image luminance

may result in oversaturation. Fu et al.10 proposed a multiscale

fusion (MF) method that fuses luminance‐enhanced illumination

components and contrast‐enhanced illumination components to

improve image luminance while preserving contrast. Then, the same

authors11 later proposed an optimisation strategy that changes the

penalty in the variational retinex framework, to more accurately

complete simultaneous reflection and illumination estimation (SRIE).

The estimated illumination component is then enhanced by GC.

Similarly, Guo et al.12 optimised the illumination estimation method

and achieved low‐light image enhancement (LIME) via gamma cor-

recting the illumination component. However, these methods might

be less suitable when handling a surgical scene, as shown in the

experiments.

In addition, the high‐dynamic range (HDR) method synthesises

an endoscopic outcome with more than one same‐scene image with

different exposures, leading to a reduced video frame rate. Histo-

gram equalisation (HE)‐based methods13,14 can stretch the dynamic

range of image luminance to augment details. However, the HE‐
based method enhances the contrast in an endoscopic image rather

than adjusting the luminance, possibly generating overenhanced or

underenhanced results.15

In terms of frequency‐domain processing methods for image

quality enhancement, Sdiri et al.16 used joint wavelet decomposition

with adjusted subband coefficients to enhance the image's luminance

and details. However, the transformation from the spatial domain to

the frequency‐domain is time‐consuming.

The neural network methods can also be used to improve

endoscopic image luminance, for example, a modified U‐Net archi-

tecture17 was trained with low‐light images to enhance laryngeal

images. However, sufficient training images can be rarely obtained

for a much more complex abdominal environment, particularly during

surgical treatments.

(A)

Point light sources

(B)

(C)

Single-port robotic system

3D endoscope

Two bending segments

F I GUR E 1 (A) The 3D endoscope from a single‐port robotic system, (B) endoscopic images that are bright in the centre and dark near the
corners, (C) dimmed endoscopic images due to specular reflection
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Other related image enhancement works, including the use of i‐
scan technology,18 sigmoid function,19 disparity information,20 tri‐
scan technology,21 and texture and colour information,22 primarily

enhance image contrast, instead of luminance uniformity.

The colour correction methods, including the look‐up table

method,23 chromaticity correction,24 polynomial colour correction

(PCC),25 root‐polynomial colour correction (RPCC),26 and dynamic

colour correction matrix,27 only improve the colour presentation,

unlike the proposed method, which enhances luminance uniformity

and preserves colour correctness.

The endoscope views in21,22 all have their four corners cut,

mostly because of the lower luminance at the corners. It is clear that

the proposed algorithm is in great need of improving the uniformity

of image luminance, while preserving the correct colour and main-

taining the noise level to enhance the viewable area of endoscopes.

1.3 | Contributions

Inspired by the illuminating property of point light sources,28,29 an

initial luminance weighting is first proposed to increase the unifor-

mity of image luminance, based on the inverse square law of illumi-

nance. Since the increased image luminance may cause colour

discrepancies and overexposure, a saturation‐based method for

luminance weighting is then proposed to reduce the colour discrep-

ancy and overexposure. Furthermore, improving the luminance of a

low‐light image may cause an enhanced noise level. However, directly

applying a low‐pass filter loses the image's high‐frequency informa-

tion and reduces its sharpness. A separation between the reflectance

component and the illumination component of image luminance is

hence obtained based on the SSR scheme. Then, only applying a

guided filter for the reflectance component reduces the noise in the

high‐frequency‐domain but retains the preferred details.

This paper's main contributions are summarised as follows.

1. Based on the inverse square law and considering the geometry

between the cameras and the light sources, an initial luminance

weighting is proposed to assign different enhancement weights

for different pixels. Thus, different levels of enhancement in pixel

luminance of the endoscopic images are achieved.

2. To avoid overexposure and colour discrepancy after enhancing

the image luminance, this paper proposes a saturation‐based

approach to finalise the luminance weighting. The saturation

model is designed to adaptively assign high enhancement weights

to less‐saturated pixels and low enhancement weights to highly

saturated pixels.

3. To control the noise level while retaining the preferred image

sharpness, a guided filter is employed to reduce the noise in the

image's reflectance component separated based on the SSR

approach.

The effectiveness is verified upon endoscopic images captured

from an artificial abdominal cavity and an in vivo porcine model

scene, while compared with a few existing state‐of‐the‐art methods.

Moreover, the proposed method is also applied to open‐access

datasets to further verify the effectiveness.

2 | METHODS

The initial luminance weighting based on the inverse square law for

illuminance is proposed in Section 2.1. Then, a saturation model for

finalising the luminance weighting and the determination of lumi-

nance enhancement parameters are presented in Sections 2.2 and

2.3, respectively. A retinex‐based model for noise control is pre-

sented in Section 2.4. Finally, the implementation flowchart is

introduced in Section 2.5.

2.1 | Initial luminance weighting

The stereo endoscopic cameras and the two light sources are ar-

ranged for integration compactness, as shown in Figure 2. The dis-

tances between the two cameras and two light sources are indicated

by dc and ds, respectively. The u‐axis denotes the direction from the

left camera to the right camera with the v‐axis denoting the direction

from the top light source to the bottom light source.

Illuminance variations associated with a point light source pst can

be characterised by the inverse square law as in Equation (1) for the

illuminance E0 at a point p in a known plane.28,29

E0 u; v; d;Qsð Þ ¼Qs ⋅
nT ⋅ pstp��!

lðu; v; dÞ2
�
�
�pstp
��!
�
�
�

ð1Þ

where d denotes the distance between p0 and pst, p0 is the inter-

section of the camera optical axis and the plane, (u, v, d) denotes the

coordinate of point p, l(u, v, d) denotes the distance between p and pst,

Qs denotes the luminous intensity from the light source pst, and n

denotes the normal pstp0
��!/| pstp0

��!| of the plane, referring to Figure 2.

Cameras

u
v

dc

ds

Point light sources

p0

p

dcdd
p

st
d

p
sb

F I GUR E 2 Schematic of point light illumination and the
arrangement of 3D endoscopic cameras and point light sources
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Here, an implication is that the known plane is perpendicular to

the camera's optical axis. Compensation for the tilting of this plane is

introduced in Section 2.2.

To facilitate the expression of the pixel luminance of the endo-

scopic image in terms of the illuminance produced by the two point

light sources, the coordinate (u, v) is designated at the pixel scale and

the conversion scale of pixels per millimetre is expressed as in

Equation (2) for the known plane located d mm away.

dpixel ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

wI2 þ hI
2

q

2d tan θfov=2ð Þ
ð2Þ

where θfov is the FOV angle of the camera, and wI and hI are the

horizontal and vertical resolutions of the captured image,

respectively.

Thus, l2(u, v, d) can be given by d2 + ((u − u0)2 + (v − v0)2)/dpixel
2,

where (u0, v0) denotes the {uv} coordinate of p0. The pixel coordinates

of the top light source pst and the bottom light source psb with respect

to frame {uv} can be obtained as (0, −ds · dpixel/2, 0) and (0, ds·dpixel/2,

0), respectively.

Under the illumination of pst and psb, the illuminance of each

point on the known plane located d mm away can then be obtained,

with respect to the frame {uv} shown in Figure 2, as follows:

E u; v; d;Qsð Þ ¼ Est u; v; d;Qstð Þ þ Esb u; v; d;Qsbð Þ ð3Þ

where Est(u, v, d, Qst) and Esb(u, v, d, Qsb), corresponding to the illu-

minance from pst and psb, are given as follows.

In this paper, Qst equals to Qsb is assumed.

Then, for an image that has a size in wI � hI in pixels and centres

on the camera optical axis, the pixel coordinate range with respect to

the frame {uv} can be represented as {(u, v) |u0 – wI/2 ≤ u ≤ u0 – wI/2,

v0 – hI/2 ≤ v ≤ v0 – hI/2}. Here, (u0, v0) for the left and right cameras

can be given by (−dcdpixel/2, 0) and (dcdpixel/2, 0), respectively. Thus,

the illuminance, El(u, v, d, Qs) and Er(u, v, d, Qs), corresponding to the

left and right endoscopic imaging plane can be obtained from Equa-

tion (3) as follows:

El ¼ E u; v; d;Qsð Þ; when
�
�uþ dc ⋅ dpixel

�
2
�
� ≤ wI

.
2; jvj ≤ hI

.
2

Er ¼ E u; v; d;Qsð Þ; when
�
�u − dc ⋅ dpixel

�
2
�
� ≤ wI

�
2; jvj ≤ hI

�
2

(

ð5Þ

The distance d is set to 60 mm in this paper. An explanation for

using 60 mm is provided in Section 3.2.

An illuminance map M(u, v) is formulated as in Equation (6) to

facilitate the initial luminance weighting calculation. In this way, Qs is

eliminated from M(u, v) and a weight of one is assigned to the pixel

with the highest illuminance, while increased weight values are

assigned to the pixel with lower illuminance. M(u, v) ≥ 1 is constant

for a specific distance d. M(u, v) does not have a superscript for

brevity, because the handling of the left and the right images is

similar.

Mðu; vÞ ¼ El=rmax

.
El=r u; v; d;Qsð Þ ð6Þ

The initial luminance weighting W1(u, v) is defined as in

Equation (7).

W1ðu; vÞ ¼ k1 ⋅ ðMðu; vÞ − 1Þ ð7Þ

where k1 is a coefficient obtained from the image luminance as

explained in Section 2.3, and mainly influences the luminance of the

image corner region.

2.2 | Smoothed saturation‐based luminance
weighting

Directly applying the initial luminance weighting may oversaturate an

image's near‐saturated pixels and over‐increase the luminance of

pixels, leading to colour discrepancy and overexposure. Hence, a

saturation‐based model is proposed to finalise the luminance

weighting.

First, 2D gamma correction (2D‐GC) as in Equation (8) is intro-

duced to generate enhancement weights for each pixel. This applied

2D‐GC is modified from30 by determining the saturation‐related

factor α based on the image saturation component and adjusting a

reference value sref for endoscopic images. The saturation of a pixel is

denoted as S(u, v)∈[0,1].

gðSðu; vÞ; sref; αÞ ¼ Sðu; vÞγ; γ¼ α
sref −Sðu;vÞ

sref

� �

; s:t:f0 < α ≤ 1;0 < sref < 1g

ð8Þ

where g(·) denotes the 2D‐GC function. The sref can partition low and

high saturation values, while α can yield different changes in the

results of the 2D‐GC. The influences of α and sref on the saturation

value are shown in Figure 3. The determination of α and sref is

explained in Section 2.3.

Est u; v; d;Qstð Þ ¼ Qst ⋅ nT ⋅ pstp��!
.�
�
�pstp
��!
�
�
�

� �.
d2
þ u2 þ v þ ds ⋅ dpixel

�
2

� �2
� �.

dpixel
2

� �

Esb u; v; d;Qsbð Þ ¼ Qsb ⋅ nT ⋅ psbp��!
.�
�
�psbp
��!

�
�
�

� �.
d2
þ
�
u2 þ v − ds ⋅ dpixel

.
22

� �.
dpixel

2
� �

8
<

:
ð4Þ
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Please note that nonlinear correction above can also compensate

for possible tilting of the known plane that is modelled in Section 2.1.

When the known plane is tilted, the point closer to the light source

will have higher luminance and higher saturation will appear in the

corresponding pixel. In contrast, the pixel corresponding to the point

farther from the light source will have lower luminance and lower

saturation.

The luminance weighting adjusted by the nonsmooth saturation

component may increase the local noise of the image. Hence, a mean

filter Fmean (u, v, rm) is applied in the saturation S(u, v) before the 2D‐
GC. Then, Equation (8) is modified as follows:

gðOmeanðu; vÞ; sref; αÞ ¼ ðOmeanðu; vÞÞ
γ
;

γ¼ α
sref−Omean ðu;vÞ

sref

� �

; Omean
�
u; v
�
¼ Fmean

�
u; v; rm

�
⊗ S
�
u; v
� ð9Þ

where ⊗ denotes the convolution operator, Omean(u, v) denotes the

smoothed saturation component output, and rm denotes the radius of

the kernel of the mean filter. rm is experimentally set to 7 which is the

smallest radius value that can produce the enhanced image with less

noticeable noise in this paper.

Finally, the luminance weighting for the luminance component is

finalised as follows.

W2ðu; vÞ ¼ W1ðu; vÞ þ k2ð Þ ⋅ g Omeanðu; vÞ; sref;αð Þ þ 1 ð10Þ

where a constant, 1, is added at the right side of Equation (10) to

avoid zero value assigned to W2(u, v), k2 is a coefficient designed to

further improve or decrease the average luminance of an endoscopic

image. The value of k2 is obtained from the image luminance as

explained in Section 2.3.

2.3 | Enhancement parameter determination

To adaptively determine k1, the uniformity U of an endoscopic image

is defined as in Equation (11).

U¼ Lcorner=Lcenter ð11Þ

where Lcenter and Lcorner denote the average luminance in the centre

ROI (region of interest) and the corner ROIs of an image, respec-

tively, referring to Figure 4.

For ideal uniformity, U equals to 1. Thus, k1 is set as in

Equation (12).

k1 ¼ 1=U ð12Þ

The average value Lm of luminance of an endoscopic image is

used to determine k2, as in Equation (13).

k2 ¼ log2 Lm
ref − Lm þ 1

� �
ð13Þ

where the logarithm function is deployed to adjust the enhancement

magnitude of image luminance referring to the sensitivity of the

human visual system,3 and Lm
ref denotes the reference value obtained

from the histogram of Lcenter of 68 820 endoscopic images from the

video sequences recorded during a few endoscopic MISs, as shown in

Figure 5A. The Gaussian‐fitted mean value of the histogram reflects

the most common Lcenter value; thus, Lm
ref is set to 0.5207.

According to Section 2.2, a smaller α can yield a larger change in

the results of the 2D‐GC. Thus, α is set as the average image satu-

ration Sm as in Equation (14), since Sm and Lm are proportional (as

shown in Figure 5B), and larger weights should be assigned to the

dimmer endoscopic images.

α¼ Sm ¼
1
hIwI

XhI

v¼1

XwI

u¼1
Sðu; vÞ ð14Þ
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F I GUR E 3 Effects of the modified 2D gamma correction, where sref is set to 0.3, 0.6, and 0.9 in (A–C), respectively
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Based on k1, k2, and α, the involved endoscopic images are

enhanced with different sref, as shown in Figure 6. The brightness of

the images decreases from Figure 6B–F. Figure 6D–F shows

acceptable colour according to the surgeon author. Considering the

2D‐GC is modified to reduce the enhancement weights of high

saturation pixels, sref is suggested to be set to 0.6 by the surgeon

author in this paper.

2.4 | SSR‐based noise control

Directly increasing the luminance of an image may result in an

increased noise level. An intuitive method to reduce the noise asso-

ciated with the luminance level is by filtering the luminance compo-

nent of an image. However, the filtered luminance intensity will likely

exclude high‐frequency details.

Thus, the SSR method as in Equation (15) is used to separate the

reflectance component R(u, v) containing image high‐frequency

information.

logðRðu; vÞÞ ¼ logðLðu; vÞÞ − log Ogaussianðu; vÞ
��
; Ogaussianðu; vÞ

¼ Fgaussian u; v; rgu; σ
� �

⊗ Lðu; vÞ
ð15Þ

where L(u, v) denotes the luminance of a pixel, and Fgaussian(u, v, rgu, σ)

and Ogaussian(u, v) denote the Gaussian filter and the smoothed

luminance output, respectively. The Gaussian kernel radius rgu is

empirically set to 3, and the Gaussian variance σ is experimentally

set to 5.

Then, the fast guided filter31 is applied to R(u, v) as in Equa-

tion (16), for denoising while retaining the preferred high‐frequency

details.

Oguidedðu; vÞ ¼ Fguided u; v; rga; ε; s
� �

⊗ Rðu; vÞ ð16Þ

where Fguided(u, v, rga, ε, s) and Oguided(u, v) denote the fast guided

filter and the noise‐reduced reflectance component output, rga, ε, and

s denote the radius, regularisation parameters, and subsampling ratio

of the fast guided filter.31 rga and s are set to 16 and 4, respectively,

according to He's work,31 and ε is experimentally set to 0.0035.

Finally, the inverse SSR approach is applied based on Oguided(u, v)

to produce noise‐reduced image luminance L0(u, v), as in

Equation (17).

log L0ðu; vÞÞ ¼ log Oguidedðu; vÞÞ þ log Ogaussianðu; vÞÞ
���

ð17Þ

2.5 | Implementation

A flowchart of the proposed method for implementing endoscopic

image luminance enhancement is summarised in Figure 7. The illu-

minance map M(u, v) is precalculated once the parameters of an

endoscope are known, as summarised in the blue dotted region in

Figure 7. The input image is converted into the HSV space. Then, the

two enhancement parameters, k1 and k2, are obtained using

Equations (12) and (13). Next, the S component is used to finalise the

0 0.2 0.4 0.6 0.8 1
0

1000

2000

3000

4000

N
um
be
r

0.2 0.4 0.6 0.8
0.1

0.2

0.3

0.4

0.5(A) (B)

F I GUR E 5 (A) Histogram of Lcenter of the 68 820 endoscopic images and (B) the scatter plot between average image luminance Lm and
average image saturation Sm of the 68 820 endoscopic images

p
corner

pcenter

F I GUR E 4 Region of interests (ROIs) for image uniformity
calculation. The green square denotes the centre ROI (601 pixel �
601 pixel), while the cyan squares denote the corner ROIs (401

pixel � 401 pixel). The yellow points denote the centre of each ROI
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luminance weighting, as summarised in the green dotted region in

Figure 7. After obtaining the noise‐reduced V component based on

the SSR approach (as summarised in the orange dotted region in

Figure 7), the enhanced image luminance is obtained through ele-

mentwise multiplication with luminance weighting. Finally, the output

image is reproduced by converting the enhanced V component, the

original H, and the original S components into the RGB colour space.

3 | EXPERIMENTAL SETTINGS

This section first introduces the utilised image quality assessment

methods. Then, the luminance maps for the deployed stereo endo-

scopic image are obtained based on the geometry between the

endoscopic cameras and the light sources.

3.1 | Image quality assessment

In general, objective image quality assessment (IQA) methods can be

categorised into full‐reference IQA, reduced‐reference IQA, and no‐
reference IQA methods.32 The first IQA method requires full infor-

mation from a reference image. However, it is difficult to obtain such

endoscopic images with full ground truth as the reference images.

Hence, experimental verifications are conducted, using (i)

reduced‐reference IQA methods, (ii) no‐reference IQA methods, and

(iii) open‐access dataset images.

For reduced‐reference IQA, images containing an X‐Rite Color-

Checker Classic Mini chart that is referred to as ColorChecker and

shown in the inset in Figure 9A are captured inside an artificial

abdominal model. Two reduced‐reference IQA metrics, including the

mean colour difference (mean ΔE) metric and the signal‐to‐noise

ratio (SNR) metric, are assessed on these images referring to the

ColorChecker region before and after the enhancement. The mean

ΔE is evaluated in CIELAB colour space33 based on the ColorChecker.

The SNR is calculated as the average SNR based on the white‐grey‐
black patches in the ColorChecker region.

For no‐reference IQA, the image quality of the in vivo images

obtained from the video sequences recorded during a few endoscopic

MISs is assessed before and after the enhancement. Additionally, our

method is compared with several state‐of‐the‐art methods. Because

no ColorChecker is used in such a setting, four no‐reference IQA

metrics, including contrast, colourfulness, luminance‐uniformity, and

a proposed hybrid metric, are used to assess the quality of the im-

ages. A brief description of the adopted no‐reference IQA is as

follows.

3.1.1 | Contrast metric

Image contrast is evaluated by the root mean square, and is calcu-

lated as in Equation (18).

(A) (B) (C)

(D) (E) (F)

F I GUR E 6 Luminance enhancement with different sref: (A) original endoscopic image, (B–F) the enhanced results with sref set to 0.2, 0.4,
0.6, 0.8, and 1.0, respectively

F I GUR E 7 Flowchart of the luminance enhancement scheme

for endoscopic images
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Contrast¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
hIwI

XhI

i¼1

XwI

j¼1
Li;j − Lm
� �2

s

ð18Þ

where Lm is defined in Equation (13).

3.1.2 | Colourfulness metric

Colourfulness is the attribute of chrominance information humans

perceive. The evaluation of colourfulness is given by Equation (19),

according to an existing study.34

Colorfulness¼ 0:02 ⋅ log
σ2
α

jμαj
0:2

 !

⋅ log
σ2
β

�
�μβ
�
�0:2

 !

ð19Þ

where α = R – G, β = 0.5(R + G) – B, and σ2
α , σ2

β , μα, μβ represent the

variance and mean values of α and β.

3.1.3 | Luminance‐uniformity metric

The proposed method can improve the uniformity and enhance the

luminance of the endoscopic images, so the luminance‐uniformity

metric is defined as a weighted summation of uniformity and

average luminance of an image in this paper, as given in Equation (20).

Luminance Uniformity ¼ 0:5 ⋅ 1 −
�
�
�Lm − Lm

ref
�
�
�

� �

þ 0:5 ⋅ U; Luminance Uniformity ∈ ½0;1�
ð20Þ

where Lm, Lm
ref, and U are defined in Equations (13) and (11).

3.1.4 | Hybrid metric

Image contrast may be reduced when the global luminance range is

compressed to enhance dark regions in an image,10 so a larger

Contrast value denotes better results after the image luminance is

improved. Accordingly, a hybrid metric named the CCLU metric is

proposed as given in Equation (21). The reason for using multiplica-

tion is that the contrast, the colourfulness, and the luminance‐
uniformity metrics are on different scales.

CCLU¼ Contrast ⋅ Colorfulness ⋅ Luminance Uniformity ð21Þ

Moreover, to further verify the effectiveness of the proposed

method, the images obtained from the Hamlyn Centre Laparoscopic/

Endoscopic Video Datasets are used to show the robustness of the

proposed method, because the lighting conditions were unknown.

3.2 | Obtaining the illuminance maps

A stereo HD endoscope with a resolution of 1920 � 1080 is used to

verify the proposed method.

The distance dc between the two endoscopic cameras is 4.05 mm,

and the distance ds between the two point light sources is 7.00 mm.

The θfov of the endoscopic camera is 90°. The working distance of the

endoscope ranges from 30 to 120 mm, and the range from 50 to

70 mm is a comfortable viewing distance. The comfortable viewing

distance is recommended by the surgeon author. To determine a

suitable working distance for creating the illuminance map M(u, v),

the maximum value of M(u, v), that is, Emax/Emin, at different working

distances is first calculated, as listed in Table 1. Since the variation in

Emax/Emin is small for the deployed endoscope, considering the

comfortable working distance of the endoscope, the distance for

calculating the luminance map is set to 60 mm.

The illuminance map M(u, v) is obtained by substituting the pa-

rameters above into Equations (2)–(6). Figure 8 shows the normalised

M(u, v) obtained for the stereo endoscopic cameras.

4 | EXPERIMENTS AND RESULTS

The animal studies involved in this section were approved by the

Shanghai Yinshe Clinical Centre, Shanghai, China, which is a qualified

company to issue ethics certification and offer sites for animal

studies.

4.1 | Reduced‐reference IQA: enhancement on
ColorChecker images

The setup for capturing the endoscopic images containing a Color-

Checker is shown in Figure 9. A cold light source and an optical fibre

TAB L E 1 Maximum value of the illuminance map at 60 mm
working distance

Wording distance (mm) 30 40 50 60 70 80 90 100 110 120

Emax/Emin 3.0829 3.0150 2.9755 2.9489 2.9295 2.9155 2.9051 2.8965 2.8896 2.8844

(A) (B)

F I GUR E 8 Illuminance maps for the endoscopic cameras at a
working distance of 60 mm for the (A) left camera and (B) right

camera
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cord provide endoscopic illumination, as shown in Figure 9A. While

capturing the ColorChecker images, an artificial abdominal model

was covered, as shown in Figure 9B,C to mimic the abdominal cavity.

The intensity of the light source was manually adjusted to create an

environment with different illuminance levels. The scene in the

abdominal model was viewed on a laptop, as in Figure 9A,C.

The captured ColorChecker images are shown in the first row of

Figure 10. All of these images appear bright in the centre and dark

around the corners. A ColorChecker was placed in different locations

to assess the improvement in image quality in different regions. A

low‐light image as in Figure 10C was included for further verification.

The corresponding enhanced results are shown in the second

row of Figure 10. Enhanced visibility can be perceived from these

enhanced images. The reduced‐reference IQA metric values and the

enhancement parameters k1 and k2 for these images are listed in

Table 2 k1 and k2 are obtained according to Equations (11) and (12),

respectively.

Table 2 shows that the colour accuracy in the well‐lit region

slightly deteriorates, referring to the first row, but the colour dif-

ference in the low‐light region is reduced referring to the second to

third rows of Table 2.

For the colour accuracy in Figure 10A, the ColorChecker is

placed in the centre of the endoscopic image with good lighting

conditions. In this case, an accurate and near‐saturated colour is

produced. Then, if the luminance of the pixel is further improved,

the colour of the pixel tends to be oversaturated, thereby

reducing the accuracy of the pixel colour. Due to the illumination

nature from the point light source, well‐lit regions are always

limited. Our methods can still benefit the overall image

representation.

The SNR was improved for the white‐grey‐black patch region in

all cases, referring to Table 2.

4.2 | No‐reference IQA: comparison with the state
of the art

This section presents comparisons between the proposed method

and several existing state‐of‐the‐art methods, including the adaptive

histogram equalisation (AHE) method, the GC method, the NPE

method,7 the MF method,10 the SRIE method,11 and the LIME

method.12 The AHE method is achieved by processing the V

component in the HSV colour space by the adapthisteq function in

MATLAB. The GC method is achieved by V0.6. The codes of the NPE,

MF, SRIE, and LIME methods are also in MATLAB, and are publicly

(A) (B) (C)

F I GUR E 1 0 Experimental enhancement of the endoscopic images containing the ColorChecker. The first row represents the original
images, while the second row represents the corresponding enhanced results

Endoscopic view

(A)

(B) (C)

Cold light source Endoscope

Abdominal models

Optical fiber cord ColorCkecker

F I GUR E 9 Setup for capturing endoscopic images containing a

ColorChecker: (A) the hardware used to capture images, (B) the
covered artificial abdominal cavity, and (C) the scene during image
captures
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available from the author's websites. The comparisons are imple-

mented on a laptop with an Intel i7‐8750H 2.20 GHz CPU, and

16 GB RAM.

Representative in vivo endoscopic images, as shown in the first

row of Figure 11, were obtained from the video sequences recorded

during animal studies by the authors' robotic surgical system.

Figure 11A–C show three in vivo scene images with common illu-

mination intensity, and Figure 11D,E show two endoscopic images

affected by specular reflection. Figure 11E includes an overexposed

region, which is used to further verify the effectiveness of the pro-

posed method in avoiding further increasing overexposure.

TAB L E 2 The enhanced parameters for the ColorChecker
images and the assessment results before and after enhancement

Index

Before
enhancement

k1 k2

After
enhancement

Mean ΔE SNR Mean ΔE SNR

(a) 8.45 37.5 1.64 0.21 11.02 43.2

(d) 19.53 29.1 1.87 0.20 14.53 37.0

(f) 25.87 35.6 1.44 0.41 17.08 36.3

Note: Bold font values denote that the assessment results for the

enhanced images are better than the assessment results for the original

images, and underlined values denote the opposite situation.

(A) (B) (C) (D) (E)

F I GUR E 1 1 Comparison between the proposed method and several state‐of‐the‐art enhancement methods. The first row represents the
original in‐vivo images. The second to the end rows show the original images enhanced by the AHE, GC, NPE, SRIE, MF, LIME, and Ours
methods, respectively. The yellow labels on the enhanced images show the applied methods and the corresponding computational time.
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The corresponding enhanced results for the in vivo images and

the time consumption are shown in the second to the ninth row of

Figure 11. The no‐reference IQA metric values for these images are

listed in Table 3.

Referring to Table 3, almost all the methods can improve the

colourfulness of these endoscopic images. The AHE method improves

the luminance and enhances the contrast of the endoscopic images,

referring to the second row in Table 3. However, the enhanced im-

ages appear colour distorted and the image corners still appear

dimmed, referring to the second row of Figure 11. The GC method

shows good computational efficiency and effectively improves the

image luminance‐uniformity, referring to the third row in Figure 11

and Table 3, but the image contrast is reduced compared to the

original image.

The NPE, MF, and SRIE methods can effectively improve the

luminance‐uniformity of the in vivo images, referring to the fourth to

sixth rows of Table 3. However, these three methods are time‐
consuming and also lead to a reduction in image contrast after

enhancement. Referring to the seventh row of Figure 11, the

enhanced results from the LIME method are close to those from our

proposed method, and the LIME performs better in terms of col-

ourfulness referring to the seventh row of Table 3. However, the

contrast of the images enhanced by LIME is lower than ours, espe-

cially in the black surgical instrument region, referring to the eighth

row of Figure 11 and Table 3.

In terms of the overall rating, which is the CCLU metric, our

proposed method shows the best performance compared to other

methods, according to Table 3.

Referring to Figure 11, the enhanced results of GC, NPE, MF,

SRIE, and LIME look brighter than ours. However, our method looks

more vivid. Since the proposed saturation model can limit the

enhancement weight at the pixel level based on image saturation,

the neutral colour region, such as the black surgical instrument

region in Figure 11A–D, can be preserved. Please note that the

black surgical instrument region can increase the intensity differ-

ence between the instruments and the tissue textures. The

increased intensity difference is beneficial for the human visual

system to distinguish the instruments from the in vivo scene,

improving the visual quality.34 Therefore, our method is a well‐
rounded option.

The overexposure region in the image shown in Figure 11E re-

mains almost unchanged for our method, verifying that a worse over-

exposure will not be triggered in the proposed saturation‐based model.

The proposed method requires approximately 0.53 s to enhance

the resolution of 1920 � 1080 endoscopic images in MATLAB 2018a.

Therefore, the computational efficiency of our method outperforms

the NPE, MF, SRIE, and LIME methods.

4.3 | Image enhancement on open‐access datasets

The proposed method was also applied to the Hamlyn Centre Lapa-

roscopic/Endoscopic Video Datasets to further demonstrate the

effectiveness.

Several in vivo images from the database are shown in the first

row of Figure 12. The first two images were captured in the abdomen

in an in vivo porcine procedure and had a resolution of 720 � 288

pixels. The third image shows the cardiac surface and has a resolution

of 360 � 288 pixels. The last two images were recorded in an in vivo

porcine procedure of diaphragm dissection and had a resolution of

640 � 480 pixels.

Although the geometric parameters, under which the images in

the first row of Figure 12 were taken, were unknown, these images

were enhanced using the same illuminance map (resized to the

sample images) generated by the setting reported in Section 3.2. It is

clear that the proposed method still effectively improved the lumi-

nance and uniformity of these sample images, referring to the second

row of Figure 12.

TAB L E 3 Assessment results for the in vivo images before and after enhancement by the proposed and several state‐of‐the‐art methods.
All the shown values were multiplied with a factor of 101

Method

Figure 11A Figure 11B Figure 11C Figure 11D Figure 11F

C‐C‐LU metric CCLU C‐C‐LU metric CCLU C‐C‐LU metric CCLU C‐C‐LU metric CCLU C‐C‐LU metric CCLU

Original 1.4 5.34 6.79 0.51 1.77 5.72 7.22 0.73 1.71 5.56 7.52 0.71 1.68 5.23 7.22 0.63 1.56 5.46 6.64 0.57

AHE 1.73 5.89 7.65 0.78 1.94 6 8.46 0.98 1.93 5.98 8.14 0.94 1.98 6.08 7.83 0.94 1.67 6.1 7.58 0.77

GC 1.26 6.16 8.32 0.64 1.55 6.21 8.38 0.8 1.5 6.3 8.38 0.79 1.52 6.16 8.64 0.81 1.4 6.28 8.2 0.72

NPE 1.04 6.36 8.46 0.56 1.09 5.7 8.61 0.54 1.21 6.09 8.64 0.64 1.23 6.23 8.92 0.69 1.09 6.23 8.38 0.57

SRIE 1.18 6.39 8.44 0.64 1.41 6.33 8.43 0.75 1.38 6.58 8.41 0.77 1.43 6.45 8.81 0.81 1.29 6.54 8.3 0.7

MF 1.17 6.47 8.52 0.65 1.35 6.22 8.74 0.73 1.36 6.44 8.56 0.75 1.45 6.6 8.8 0.85 1.22 6.58 8.47 0.68

LIME 1.46 7.21 8.06 0.85 1.57 6.97 8.21 0.9 1.62 7.24 8.06 0.95 1.7 7.32 8.4 1.05 1.49 7.34 7.89 0.86

Ours 1.52 6.77 8.66 0.89 1.95 7.05 8.83 1.21 1.84 7.06 8.75 1.13 1.84 6.62 9.01 1.1 1.67 7.1 8.49 1.01

Note: C‐C‐LU in this table denotes the contrast, the colourfulness and the luminance‐uniformity values. The underlined values denote a few individual

metric values that are better than those of ours, even though the overall rating (namely, the CCLU value) of our method remains the best.
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5 | CONCLUSIONS

Since the quality of endoscopic images can be severely affected by

unsatisfactory point light illumination, this paper proposes an

enhancement method for improving the image luminance and uni-

formity, while limiting the overexposure, colour discrepancy, and

noise level. The proposed method creates an adaptive luminance

weighting that can be used to enhance the endoscopic image lumi-

nance. The inverse square law for illuminance was first introduced to

produce the initial luminance weighting. To avoid overexposure and

colour discrepancy after luminance enhancement, a saturation‐based

model was subsequently introduced, followed by the SSR scheme for

noise control.

Experiments were conducted on the scenes from an abdominal

model and an in vivo porcine model. To assess the effectiveness of

the proposed method, the colour difference, SNR, contrast, colour-

fulness, and luminance‐uniformity were used as the IQA metrics. The

experimental results show that the proposed method is effective in

improving the colour difference in the low‐light region and the SNR

in the white‐grey‐black region. The comparison results show that the

proposed method outperforms the AHE methods in improving col-

ourfulness and luminance‐uniformity, and outperforms the GC, NPE,

MF, SRIE, and LIME methods in terms of the CCLU metric, especially

in terms of contrast. Moreover, the proposed method is computa-

tionally efficient compared to the NPE, MF, SRIE, and LIME methods.

Finally, the experiments on the open‐access datasets show that the

proposed method is effective for enhancing other endoscopic images.

In the near future, the proposed method is expected to be

implemented in an endoscopic surgical system with parallel

computing to enable real‐time image enhancement.
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